Abstract—Packet loss and end-to-end delay limit delay sensitive applications over the Internet. In our previous work, we have shown that substantial reduction in packet loss can be achieved by sending packets at appropriate sending rates to a receiver from multiple senders, using disjoint paths, and by protecting packets with forward error correction. In this paper, we propose a Path Diversity with Forward error correction (PDF) system for delay sensitive applications over the Internet in which, disjoint paths from a sender to a receiver are created using a collection of relay nodes. We propose a scalable, heuristic scheme for selecting a redundant path between a sender and a receiver, and show that substantial reduction in packet loss can be achieved by dividing packets between the default path and the redundant path. NS simulations are used to verify the effectiveness of PDF system.

I. INTRODUCTION

Delay sensitive applications such as video streaming and conferencing are challenging to deploy over the Internet due to a number of factors such as, high bit rates, delay, and loss sensitivity. Transport protocols such as TCP are not suitable for delay sensitive applications since they retransmit lost packets, resulting in long delay. To this end, many solutions have been proposed from different perspectives. From source coding perspective, layered and error-resilient video codecs have been proposed. A layered video codec deals with heterogeneity and time-varying nature of the Internet by adapting its bit rate to the available bandwidth [1]. An error-resilient codec modifies the bit stream in such a way that the decoded video degrades more gracefully in lossy environments[1][2][3]. From channel coding perspective, Forward Error Correction (FEC) techniques have been proposed to reduce delay due to retransmission, at the expense of bandwidth expansion [4][5]. Another commonly used technique in lossy environments is retransmission. While retransmission results in the least amount of bandwidth overhead, it does introduce additional delay of roughly a round trip time between the sender and receiver. Hence, the overall delay using retransmissions often exceeds 150 milliseconds, the tolerable delay limit for many interactive applications such as video conferencing [6]. From protocol perspective, TCP-friendly protocols [1][7] use equation based rate control to compete fairly with other TCP traffic for bandwidth, while stabilizing the throughput, and reducing jitter for multimedia streaming [7]. From network perspective, content delivery network (CDN) companies such as Akamai use edge architecture as shown in Figure 1 to achieve better load balancing, lower latency, and higher throughput. Edge architecture reduces latency by moving content to the edge of the network in order to reduce round-trip time and to avoid congestion in the Internet.

Most of the above schemes assume a single fixed path between the receiver and the sender throughout the session. If the network is congested along that path, video streaming suffers from high loss rate and jitter. Furthermore, authors in [8][9] have revealed the ill-behaved systematic properties in Internet routing, which can lead to sub-optimal routing paths. Based on these, it is conceivable to send packets simultaneously over multiple paths as a diversification scheme to combat the unpredictability and congestion in the Internet. If the path between a particular sender and a receiver experiences packet loss due to congestion, packets traversed through other paths can be used to recover the lost packets. In previous work [10], we have shown that by sending packets at appropriate rates on the disjoint paths from multiple senders to the receiver, and by employing redundancy through FEC, the effective packet loss rate can be significantly reduced as compared to sending all packets on a single path with the same level of redundancy. In essence we have shown that path diversity transforms a single path with bursty loss behavior into multiple paths with uniform loss for which FEC is quite effective.

In this paper, we extend our previous work to propose a single sender, single receiver, Path Diversification system with Forward error correction (PDF), over packet switched networks such as the Internet. Our proposed PDF system is similar to Resilient Overlay Network (RON) [11] in that it
consists of a set of participating nodes that receive and forward packets to other nodes. Unlike RON however, our PDF system forwards packets simultaneously over multiple redundant paths rather than selecting an optimal path to send all the packets on.

As we have shown previously [10], the performance of FEC in multi-sender and multi-path scenario depends heavily on the correlation of packet loss between paths [10]. If the packet loss between multiple paths are correlated, path diversity and FEC are not enough to bring packet loss rate down to acceptable levels. Hence, the central question in one sender one receiver scenario with path diversity is whether there exists sufficiently disjoint paths between a pair of senders and receivers on the Internet to result in uncorrelated loss patterns between paths. If the paths are not entirely disjoint, then the probability of congestion on the shared links between the paths must be small in order to minimize the overall end-to-end loss. Recent work [11] using RON, has shown how to route packets around all the observed outages between any pair of senders and receivers in an experimental network. This suggests the existence of path redundancy between nodes on the Internet. Many Internet topological models such as Albert-Barabasi [12] also exhibit a high level of disjointness between the paths connecting two nodes. In this paper, we propose a heuristic scheme to create a redundant path using the overlay framework [13][11][14]. We further characterize the disjointness between the redundant and default paths for various Internet topologies, and show significant reduction in packet loss using PDF system over uni-path scheme.

The remainder of our paper is organized as follows. In Section II, we present relevant work on path diversity. In Section III, we motivate our proposed approach by showing theoretical results on packet loss reduction by coupling path diversity with FEC. In Section IV, we describe the proposed PDF system. In Section V, we propose a heuristic scheme for selecting the redundant path based on traceroute [15] tool. In Section VI, we present the simulation results showing the average path length of the redundant path and disjointness between itself and the default Internet path. We also provide NS [16] simulation results, demonstrating the reduction in packet loss using the proposed PDF system. Finally, we conclude in Section VII.

II. RELATED WORK

Many diversity schemes have been proposed in wireless literature, ranging from frequency and time, to spatial diversity [17]. In wired networks, path diversity was first proposed in [18] and the theoretical work on information dispersion for security and load balancing was proposed in [19]. There have been other works dealing with simultaneous downloading of data from multiple mirror sites to accomplish path diversity. If the data is not delay sensitive, it is possible to use multiple TCP connections to different sites, with each TCP connection downloading a different part of the data. For example, Digital Fountain has used an advanced class of linear-time codes to enable the receivers to receive any \( N \) original data packets from different senders, so as to recover \( N \) original data packets [20].

More recently, path diversity using overlay networks has been proposed in [13][11][14]. To create a redundant path in the overlay framework, the sender sends packets to a relay node, and the relay node then forwards packets to the receiver [13][11]. By selecting the relay node appropriately, the packets traveling through the relay node take a different underlying physical path than that of the Internet default path between the sender and receiver. Hence, path diversity is accomplished by sending packets on both the default path and the redundant path. From traffic engineering point of view, RON [11] also provides alternate paths between sender and receiver using relay nodes. However, RON actively probes for the current “best” path based on delay and loss, and sends all packets through that path rather than simultaneously sending packets on multiple paths. Note that path diversity can also be created using source based routing supported at the routers. Using this approach, one can explicitly specify a set of nodes for each packet to transverse to the destination. Currently, source based routing is available only to a few autonomous systems (AS).

III. MOTIVATION

In this section, we present the intuition and theoretical results showing that significant reduction in packet loss rate can be achieved by using path diversity together with FEC. We begin with the network model.

An accurate model for packet loss over the Internet is quite complex. Instead, we model our network as a simple two-state continuous-time Markov chain, which has been shown to approximate the packet loss behavior over the Internet fairly accurately [21][22][23]. A two-state continuous-time Markov chain is characterized by the rates at which the chain changes from “good” to “bad” state and vice versa. The probability of packet lost is small when the network is in the “good” state, and is large, otherwise. It is well known that lost packets in the Internet often happen in bursts. This is due to the way successive packets are dropped at the network routers during congestion. Most routers employ First-In-First-Out (FIFO) policy in which, the successive arrived packets are dropped if the network buffer becomes full. Hence, a Markov chain which models a bursty loss environment, approximates the Internet traffic reasonably well. Also the average congestion period during which, the amount of aggregate traffic exceeds the link’s capacity, can be thought of as the average time that the Markov chain is in the bad state. Clearly, sending more packets during congestion results in larger number of lost packets.

Let us now consider the following path diversification scheme. Rather than sending packets on the default path at 800kbps, suppose we send 400kbps on a default path, and the remaining 400kbps on a disjoint, redundant path. If congestion happens on either path, but not simultaneously on both, then we would expect the number of successive lost packets to be smaller in the 2-path scenario than in the single path one.
This is because sending more packets while the path is in congestion results in larger number of successive packet loss.

The effect of sending packets at a lower rate on multiple independent paths in effect transforms the bursty loss into a uniform loss, thus increasing the efficiency of FEC techniques. Naturally, given a number of independent paths each with a different loss behavior, the source bit rate, and the total amount of FEC protection, there should be an optimum partition of sending rates for each path in order to minimize the irrecoverable loss probability. The irrecoverable loss probability is the probability that FEC cannot recover the lost packets in a FEC block. For a Reed-Solomon code $RS(N, K)$ which contains $K$ data packets and $N - K$ redundant packets, the irrecoverable loss probability is the probability that more than $N - K$ are lost per $N$ packets. In our previous work [10], we have provided a procedure for computing the optimal sending rates for different paths from multiple senders to one receiver in order to minimize the irrecoverable loss probability. We now present the numerical results based on our previous work to motivate the problem and approach for this paper.

Let us consider sending packets on two disjoint paths $A$ and $B$. Packets are protected using $RS(30, 23)$, packet size is 500 bytes, and total sending rate is 800 kbps. We refer to the “average bad time” as the average duration that the path is in “bad” state or in congestion, and the “average good time” as the average duration that the path is in “good” state or without congestion. The longer average bad time indicates longer burst loss. The average good time for both paths is 1 second. The average bad time for path $A$ is 10 milliseconds, while that of path $B$ varies from 10 milliseconds to 50 milliseconds as shown in Figure 2. Figure 2 shows $N$, the optimal number of packets per FEC block that should be sent on path $A$, or equivalently, sending rate on path $A$ as a function of the average bad time of path $B$. As seen, when the average good and bad times of the two paths are identical at 1 second and 10 milliseconds respectively, packets are divided equally between them at 15 packets each. When the average bad time of path $B$ increases, more packets are sent on path $A$. This is intuitively plausible since path $A$ is a better path. Figure 3 shows the ratio of irrecoverable loss probability by sending all packets on path $A$, the better path, over that of optimally dividing packets between paths $A$ and $B$. As seen, the irrecoverable loss probability using path diversity can be reduced as much as 15 times over that of using uni-path scheme. An important observation to be made is that even though the average loss rate of path $B$ is roughly 5%, i.e. five times that of path $A$, protecting packets with $RS(30, 23)$ and sending packets simultaneously over both paths, can still reduce the irrecoverable loss probability. This suggests that if there exists a redundant path which is not “nearly” as good as the default path between sender and receiver, then it is still advantageous to deploy the path diversity scheme. Further quantitative results on amount of FEC and burstiness of the network can be found in [24].

In this section, we describe the system architecture for path diversity based on overlay framework [11][14]. As seen in Figure 4, the system consists of a set of participating nodes. Circles represent participating overlay nodes, squares denote routers, and the bold solid and dashed lines represent the underlying physical and virtual paths between the nodes, respectively. The thin vertical solid lines connecting circles and squares represent the correspondence between virtual nodes and physical routers. At any instance, a node can act simultaneously as a receiver, a sender, or a relay node. A sender can send video packets to the receiver using the default Internet path or via a relay node which then forwards the video packets to the receiver. By choosing an appropriate relay node, the packets traverse an underlying physical path that is different from the one used by default Internet path. Nodes can be deployed at various locations on the Internet, although redundant paths via nodes in the same AS may have larger number of shared links. Hence, nodes are preferably located in different AS to reduce correlated congestion and outages so as to improve the performance of the PDF system.

A participating node which is neither a receiver nor a
sender, may still receive and forward packets on behalf of other senders and receivers. For two way applications such as video conferencing, they act simultaneously as both senders and receivers. In addition, the senders and receivers do not necessarily have to be the participating nodes. We envision the, participating nodes as an overlay network to be deployed by companies or organizations that are interested in providing low delay communication services such as video streaming or conferencing over the Internet between their geographically diverse sites. Companies and organizations typically have multiple gateways from their ASes to other ASes that potentially enable large number of independent paths [25].

To set up a communication channel between the sender and receiver, the sender first executes traceroute [15] from itself to all the participating nodes and the receiver. The information returned from the traceroute includes the link latencies, and the names of the routers along the default path from the sender to the receiver and all paths between the sender and the participating nodes. The sender also sends a setup packet to all participating nodes instructing them to execute traceroute from themselves to the receiver. Next, all the participating nodes send the path information between themselves and the receiver obtained from traceroute to the sender. The sender now has the names of the routers and their associated link latencies for the default path, the paths between itself to all participating nodes, and the paths between participating nodes to the receiver. This information is used to compute the optimal redundant path as described later in Section V.

After the redundant path via a chosen relay node is selected, the sender sends a setup packet to the selected relay node, instructing it to forward packets to the receiver on behalf of the sender from then onward. The setup packet contains a flow ID, IP address, and the port number of the receiver. Upon receiving the setup packet, the relay node stores an entry containing a flow ID, an IP address, and a port number of the receiver in a table. This table is used to forward packets on behalf of different senders to their receivers. Each packet sent from a different sender to the relay node contains a different flow ID in its header. The relay node forwards a packet to the right IP address and port number of the receiver based on its flow ID. Note that all the setup messages and executions of traceroute are done only at the start of the session.

In delay sensitive applications of the PDF system, we choose to only use one relay node to forward packets between a pair of sender and receiver. The reason is that the delay of a redundant path via multiple participating nodes in series is likely to be larger than that of the redundant path via only one node. However, our proposed PDF system can be easily extended to the case where there are multiple redundant paths via multiple relay nodes.

We use UDP to send all packets between participating nodes since TCP is not appropriate for real-time data transmission due to its variable throughput, and lack of precise rate control. In addition, one of the main concerns with using multiple paths to send packets is that packets likely arrive at the destination out of order. For UDP traffic, this is not a concern since a reordering buffer at the receiver can be used. For TCP traffic, however, out-of-order packets are treated as packet loss, and TCP fast retransmit algorithm continually resends packets which are merely in transit, reducing the connection bandwidth.

One major difference between our PDF system and RON [11] is that RON dynamically determines the “best” path to send all packets on, while our PDF system sends packets simultaneously on multiple paths, similar to Detour [14]. Detour, however, uses the multi-path at the router level whereas we accomplish multi-paths at the application level, allowing the flexibility to send packets at different rates on different paths to the destination.
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**V. REDUNDANT PATH SELECTION**

In this section, we propose a scalable, heuristic method for finding a redundant path via a participating relay node. Selecting an optimal path between a pair of nodes on the Internet at any one instant is difficult and complex. If the traffic conditions of the path vary rapidly, the problem becomes almost infeasible. For scalability reasons, the Internet domain routing is handled primarily by the Border Gate Protocol (BGP) [26]. BGP only exchanges and updates summarized information between ASes, ignoring the link usages and topologies within ASes. Hence, accurate path information such as number of links along the path and their associated latencies can not be obtained through BGP. Other link state routing protocols such as Open Shortest Path First (OSPF) [27] periodically probe the links between the routers for updated information such as latency, bandwidth, and link failures. OSPF can provide these information reasonably accurately, however, it is not scalable and therefore, is only used within ASes.

To measure end-to-end latency, bandwidth, and packet loss between nodes at various locations on the Internet, probing tools [28][29][30] can be used at the expense of bandwidth expansion due to sending probed packets.
Another approach is to use passive probing in which the application packets themselves are used as the probing packets, to determine the packet loss rate, latency, and bandwidth. The advantage of this approach is lack of bandwidth expansion; however, its drawback is that the measurement process depends on the application sending rates. If an application sends packets at a slow rate, the measurement resolution is low, resulting in inaccurate end-to-end estimates of packet loss rate and bandwidth.

In contrast to scalable designs such as BGP in which, the routing and link state information is kept to a minimum, systems such as RON use more complex path computation algorithms to increase path performance. A RON node aggressively probes all the paths connecting itself to other participating nodes in order to estimate detailed link quality metrics such as loss rate, bandwidth, and latency. Also, each RON node can exchange complete topologies and execute complex routing algorithms to improve the path performance, and to respond rapidly to path outages. All these benefits come at the expense of scalability, as the number of RON nodes is usually limited to fewer than 50 [11].

Our approach in this paper is to use a simple, but suboptimal technique for selecting redundant paths. In particular, we argue that finding two paths with absolute lowest loss rates for the proposed PDF system may not be needed in practice due to two reasons: (a) complexity increases due to active monitoring of probed packets and maintaining the link state information associated with all the paths i.e. scalability reasons, and (b) sending packets on two paths with the absolute lowest loss rates may not be necessary to achieve reasonable performance in a PDF system with appropriate FEC protection level. This can be justified considering the results in Section III, indicating that substantial gains can be achieved even in situations where the packet loss rate on the redundant path is many times that of the default path.

Based on the above discussion, we propose a scalable, heuristic scheme to select the redundant path via a participating node using path information from traceroute tool [15]. Traceroute can provide the names of the routers and roundtrip delays of links between the two communicating nodes on the Internet.

Let us formally denote a network topology as directed graph $G = (V, E)$ consisting of the vertices $v_i \in V$ and edges $e = (v_i, v_j) \in E$. Vertices $v_i$’s can be thought of as routers or domains, and the path $p(v_1, v_n) = \{v_1, v_2, ..., v_n\}$ as the physical path from $v_1$ to $v_n$. A redundant path $p'(v_1, v_k, v_n)$ from $v_1$ to $v_n$, via node $v_k$ is then $p(v_1, v_k) \cup p(v_k, v_n)$. Associated with every pair of vertices $(v_i, v_j)$ is a weight $w(v_i, v_j)$. This weight can be thought of as delay, bandwidth, or loss rate associated with the physical link between $v_i$ and $v_j$. Hence, the weight $w(p(v_i, v_j))$ associated with a path from $v_k$ to $v_l$ is the sum of the weights of the individual physical links joining $v_k$ and $v_l$. In this paper, weights denote the latencies between participating nodes since they are readily available from traceroute. Let $O = \{v_m, ..., v_n\}$ be the set of participating nodes; then the relay node $k'$ for creating the redundant path between vertices $u$ and $v$ is computed in a two-step procedure.

1) First, we compute a set of relay nodes $O'$ that result in the minimum number of joint links between the default Internet path and all the redundant paths via a node in $O$, namely,

$$O' = \arg \min_k p'(u, k, v) \cap p^*(u, v)$$

where $k \in O$, $p'(u, k, v)$ denotes the redundant path via node $k$, and $p^*(u, v)$ denotes the default Internet path. Note that the set $O'$ can have more than one element since there could potentially be two or more nodes in $O$ that result in the same minimum number of joint links between the default and redundant paths. Since the average number of links between two nodes on the Internet is 16 [9], the operation $p'(u, k, v) \cap p^*(u, v)$ can be done fast. To find $\arg \min_k p'(u, k, v) \cap p^*(u, v)$, exhaustive search for the set of nodes $O'$ that results in minimum number of joint links between the redundant and default paths can be done in $O(N)$ with $N$ being the number of participating nodes.

2) Next, we choose the node $k'$ that results in minimum weight associated with the corresponding redundant path, namely,

$$k' = \arg \min_l w(p'(u, l, v))$$

where $l \in O'$.

Note that it is the sender that runs the redundant path selection algorithm, and that the input to the algorithm is the path information, specifically, the names of routers and the associated link latencies of the default path $p(u, v)$ and the redundant paths $p'(u, v)$. The names of the routers are used in the first step to compute the number of shared links between the redundant and default paths while the latencies are used in the second step to find the path with minimum delay. As mentioned previously in Section IV, the link latencies and names of routers along the path $p(u, v)$ are readily available using traceroute from node $u$ to $v$. The latency and router information for redundant path $p'(u, k, v)$ via node $k$ can be obtained by executing traceroute twice, once from nodes $u$ to $k$, and another time from nodes $k$ to $v$. The information returned from the two traceroute executions is then concatenated to form the path $p'(u, k, v)$. Note that sender either runs this algorithm at the beginning of the new session, or it can use the stored paths provided from previous session since the paths are relatively stable. This will reduce the overhead of executing traceroute unnecessarily.

Intuitively, the path selection scheme first finds a set of redundant paths that are as disjoint as possible from the default path. Within this set of redundant paths, it then selects the one that results in minimum latency. An alternative might seem to be to select the redundant path based on traffic characteristics of each link along the path between two nodes. However, since we do not have knowledge of loss rates and bandwidths for individual links, we choose the redundant path to be maximally...
disjoint with the default Internet path so as their losses are uncorrelated; this results in the PDF system to be effective in minimizing the packet loss rate.

In case the latency of the redundant path exceeds the the desired delay, that redundant path is ignored, and the same two-step procedure is applied to all the remaining relay nodes \( k \in \{ O \setminus O' \} \) to select a new redundant path. Note that after each iteration, the number of shared links for the redundant path increases.

Note that our PDF system does not aggressively send out probing packets to monitor the current loss rates and bandwidths between participating nodes. Instead, it simply uses the route information between participating nodes, and only invokes \textit{traceroute} at the start of the session. Hence, our solution is scalable, even though its performance is potentially lower than that of non-scalable systems [11] with aggressive probing for network conditions.

One of the drawbacks of PDF system is that its performance depends on the information provided by \textit{traceroute}. This information can be incomplete or inaccurate. For example, \textit{traceroute} can only differentiate between routers and not switches. Two paths with completely different routers may share the same backbone switches. Hence, if that backbone switch is overloaded, packet loss between routes can be correlated. Although, packet loss rate in backbone switches is small, it is still a concern.

Another drawback is that some ASes do not report accurately or deliberately hide information about their networks; only certain routers are visible to outside and therefore, complete information is not available.

VI. SIMULATION RESULTS

In this section, we characterize the disjointness, hop counts, and latency of the redundant path using the proposed scheme for various network topologies, and investigate the corresponding performance of the proposed PDF system using NS simulations.

A. Simulation Topologies

We use the Internet topology generator software Brite [31] to generate various \textit{Albert-Barabasi} topologies for all the simulations. \textit{Albert-Barabasi} model has been shown to approximate the Internet topology reasonably well [12][31]. In particular, we generate two, two-level hierarchical \textit{Albert-Barabasi} models, and one flat \textit{Albert-Barabasi} model. All topologies contain 1500 nodes each. The top level of the two-level hierarchical topology models the collection of ASes while bottom level models the routers within an AS. The two two-level \textit{Albert-Barabasi} models are meant to model wide area Internet topology consisting of many ASes with various degrees of interconnectivity, and the flat \textit{Albert-Barabasi} model represents the router interconnectivity within an AS as shown in Figures 5 and 6, respectively . The relevant information for each simulated topology is listed in Table I. \textit{H-Albert-Barabasi} stands for hierarchial \textit{Albert-Barabasi} model.

To estimate the average latency, hop counts, and the degree of disjointness between the redundant path and the default Internet path, we perform the following three steps in our simulations. In step one, we randomly choose a set of participating nodes. In step two, we randomly choose a pair of receiver and sender in the set of participating nodes. In step three, we use our scheme in Section V to find the redundant and the default paths for a given configuration of sender, receiver, and participating nodes. The default path in our simulations is assumed to be the one with smallest latency or equivalently the shortest path between the sender and receiver, and hence can be computed using OSPF algorithm [32] for a given topology. This assumption is not critical to our redundant path selection scheme as we merely need a way to compute a default path.

Next, we repeat step one to three over 5000 times to obtain the average latency, hop counts, and the number of shared links between redundant and default paths. Define the jointness percentage between the default and redundant paths as the number of shared links between them over the number of links of the default path. Figure 7 shows the jointness percentage between the default and redundant paths for all three topologies as a
function of percentage of participating nodes. As expected, the jointness percentage decreases as the number of participating nodes increases for all three topologies. This phenomenon is intuitively plausible since a redundant path is created via a participating node. Larger number of participating nodes allows more choices of redundant paths, thus producing more disjoint paths than a configuration with fewer participating nodes. As seen in Figure 7, on average, to achieve less than 10% shared links or less than one shared link between the default and redundant paths for all three topologies, only 2% of total nodes are required to be participating nodes. Another observation is that the percentage of shared links is smaller for Albert-Barabasi II model than that of Albert-Barabasi I. The reason is that Albert-Barabasi II has larger degree of interconnectivity between its nodes than that of Albert-Barabasi I; hence, more disjoint paths can be found. Note that the flat Albert-Barabasi model has the lowest ratio of all three topologies due to following reasons. As mentioned previously, the top level of the two-level hierarchical Albert-Barabasi topologies represents interconnectivity between AS while the bottom level represents the interconnectivity between routers within an AS. If two participating nodes are located in two different ASes, all the paths between them must go through a few AS nodes. As a result, the redundant paths may share larger number of links with the default path than with a flat topology.

![Percentage of shared links between the redundant and the default paths.](image)

For small percentage of participating nodes, the latency ratio of redundant over default paths is as high as 1.7. In this case, if the round-trip time of the default path is 100 milliseconds, then the average round-trip time of the corresponding redundant path is 170 milliseconds, thus exceeding the tolerable delay of 150 milliseconds for two-way interactive applications. This problem can be remedied by either increasing the percentage of participating nodes to 10%, or by allowing the redundant path to share larger number of links with the default path. With the default round-trip time of 100 milliseconds and with 10%, or more participating nodes, the average latency ratio of redundant over default paths is 1.5, corresponding to the delay of 150 milliseconds for the redundant path, thus satisfying the requirements for two-way interactive applications. The fact that typical round-trip time between two sites within North America is less than 100 milliseconds makes the deployment of our proposed PDF system feasible from a practical point of view. For example, the average round-trip times from Georgia Tech, Purdue university, and Duke university to U.C. Berkeley are 62, 57, and 90 milliseconds, respectively.

An important observation to make is that for all three topologies, the latency ratios and the jointness percentages decrease rapidly when the percentage of participating nodes is less than 20%, and decrease rather gradually beyond 20%. This suggests that it may not be all that beneficial to increase the number of participating nodes beyond a certain value.

Figure 8 shows the ratio of the average number of links in the redundant path to that of default path as a function of percentage of participating nodes for all three topologies. As expected, the latency decreases as the number of participating nodes increases for all three topologies. This phenomenon is intuitively plausible since as the number of participating nodes increases, there are more choices for redundant paths, one of which is likely to have shorter latency. Another observation is that the latency ratio is smaller for Albert-Barabasi II model than that of Albert-Barabasi I. The reason is that Albert-Barabasi II has a larger degree of interconnectivity between its nodes than Albert-Barabasi I, thus resulting in redundant paths with lower latencies.
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Figure 9 shows the ratio of average latency of the redundant path to that of the default path as a function of percentage of participating nodes for all three topologies. As expected, the latency decreases as the number of participating nodes increases for all three topologies. This phenomenon is intuitively plausible since as the number of participating nodes increases, there are more choices for redundant paths, one of which is likely to have shorter latency. Another observation is that the latency ratio is smaller for Albert-Barabasi II model than that of Albert-Barabasi I. The reason is that Albert-Barabasi II has a larger degree of interconnectivity between its nodes than Albert-Barabasi I, thus resulting in redundant paths with lower latencies.
fewer shared links for Flat Albert-Barabasi, Albert-Barabasi II, and Albert-Barabasi I is roughly 100%, 90%, and 85%, respectively. Note that the average number links of the default paths for Flat Albert-Barabasi, Albert-Barabasi II, and Albert-Barabasi I are 6, 11, and 12, respectively. This indicates that a redundant path with few shared links can be found with high probability, and hence PDF system can be deployed effectively. In Section VI-B, we will characterize the packet loss reduction for various number of shared links between the default and redundant paths.

Fig. 9. Number of hops of the redundant path over the number of hops of the default path.

Fig. 10. Cumulative distribution of shared links for various network topologies.

B. NS Simulations

In this section, we characterize the packet loss reduction for various number of shared links between redundant and default paths using NS [16]. The simulation topology for the two disjoint redundant and default paths is shown in Figure 11. Based on the average number of links between two participating nodes in Section VI-A, the number of links for default and redundant paths are set to 11 and 18 respectively. Each link’s capacity is 2Mbs with propagation delay of 4 milliseconds. To simulate bursty packet loss of the Internet, random exponential traffic is generated at each link with the peak rate of 1.8Mbs, average idle period of 8 seconds, and the burst period of 40 milliseconds. We compare the packet loss rate for following three scenarios: (1) sender streams the video to the receiver at 800kbps on the default path, (2) sender streams the video to the receiver on both redundant and default paths at 400kbps for each path with two paths are assumed to be completely disjoint, and (3) same as scenario 2 except there is one shared link between redundant and default paths.

In all scenarios, the video packet size is 500 bytes, and packets are protected using Reed-Solomon code RS(30, 23) with 23 data packets and 7 redundant packets for each FEC block. Hence, if there are more than 7 lost packets per FEC block, then lost packets cannot be entirely recovered. Figures 12, 13, and 14 show the number of lost packets per 30 packets versus the packet sequence number for scenarios 1, 2, and 3, respectively. The points above the horizontal line represent irrecoverable loss events. As seen, there are considerably more irrecoverable loss events for scenario 1 than for 2. This is intuitively plausible since sending packets at a lower rate on multiple independent paths transforms the bursty loss behavior of a single path into a uniform loss behavior, thus reducing the burstiness, and increasing the recoverable probability. Also, the number of irrecoverable loss events for scenario 3 is larger than that of 2. This is due to the one shared link between the redundant and default paths in scenario 3. Assuming that links are independently congested, the larger number of shared links between the redundant and default paths leads to higher chance of simultaneous bursty loss on both paths, for which FEC is ineffective. One can think of scenario 1 where all packets are sent on only default path as an extreme case of path diversity in which all the links of two paths are shared.

Clearly, the recoverable probability of FEC decreases as the number of shared links between the redundant and default paths increases. To characterize the effect of number of shared links on the loss rate, Figure 15 shows the ratio of the effective packet loss rate of uni-path scheme to that of dual path scheme as a function of number of shared links between them. The effective packet loss rate is the ratio between the number of irrecoverable lost packets and the total sent packets. As seen, the effective loss rate for the single path scheme is more than
7 times that of the path diversity scheme with completely disjoint redundant and default paths. The reduction in effective loss rate from using path diversity decreases as the number of shared links between the two paths increases. However, even when 3 out of 11 links are shared, the effective loss rate using path diversity scheme is twice smaller than that of using uni-path scheme.

VII. CONCLUSIONS

In this paper, we have proposed a PDF system for delay sensitive applications over packet switched networks in which, disjoint paths from a sender to a receiver are established using a collection of relay nodes. A scalable, heuristic scheme for selecting a redundant path has been proposed, and the resulting redundant path’s lengths and disjointess for various Internet-like topologies have been characterized. Our simulations have demonstrated that, for various Internet-like topologies, only 10% of participating nodes are required for the proposed path redundant selection scheme to effectively find a redundant path sharing 2 or fewer links with the default path; this effectively results in a factor of 3 reduction in irrecoverable packet loss as compared to uni-path scheme. We are currently implementing our PDF system for delay sensitive video applications over the actual Internet.
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