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Abstract—We study the impact of interferences on the connectivity of large-scale ad-hoc networks, using percolation theory. We assume that a bi-directional connection can be set up between two nodes if the signal to noise ratio at the receiver is larger than some threshold. The noise is the sum of the contribution of interferences from all other nodes, weighted by a coefficient $\gamma$, and of a background noise.

We find that there is a critical value of $\gamma$ above which the network is made of disconnected clusters of nodes. We also prove that if $\gamma$ is non zero but small enough, there exist node spatial densities for which the network contains a large (theoretically infinite) cluster of nodes, enabling distant nodes to communicate in multiple hops. Since small values of $\gamma$ cannot be achieved without efficient CDMA codes, we investigate the use of a very simple TDMA scheme, where nodes can emit only every $n$-th time slot. We show qualitatively that it even achieves a better connectivity than the previous system with a parameter $\gamma/n$.

I. INTRODUCTION

Random graphs associated with the Poisson Boolean model and percolation properties of these graphs have been considered in [1] for analyzing the connectivity of ad hoc networks. Within this context, the Poisson Boolean model assumes that the stations are located according to a planar Poisson point process, and that each station has an independent random power, identically distributed for all stations.

A more physical model based on the signal to interference ratio was used within the context of ad hoc networks in [2]. In this last paper, which departs from a deterministic and finite population setting, all stations are assumed to have the same power, and some attenuation function is given. Station $A$ can receive a signal from station $B$ if the ratio of the power it receives from $B$ to the total power received from all other stations is above a threshold.

The same physical model was analyzed in [3] in the infinite plane case under Poisson assumptions within the context of CDMA networks. The corresponding coverage process has connection with Poisson shot noise processes.

The aim of the present paper is to bring all these approaches together and to study the connectivity of infinite ad hoc networks under the physical model alluded to above. The parametric setting will be that of an homogeneous Poisson point process. Our main goal within this context is to learn whether the percolation phenomenon that was established in [1] for the case without interference still holds within this more realistic context.

By analogy with CDMA networks, we will introduce some orthogonality factor $\gamma$, which can vary from 0 to 1, and which stems from the imperfect orthogonality of the codes used in CDMA. The case with $\gamma = 0$ (perfect orthogonality) boils down to the case considered in [1].

As we will see, there are essential differences between the case $\gamma = 0$ and $\gamma > 0$. In some natural cases, for the same patterns, the first case could have an infinite component of the connectivity graph, whereas the second one could have no infinite component, or even no connectivity at all.

The main result of the paper is that under attenuation functions with finite support, percolation holds under conditions similar to those of the Boolean model of [1] provided the orthogonality factor $\gamma$ is small enough. In this sense, connectivity of ad hoc networks scales well with the size of the network even in the case of models that take interferences into account. The question whether this also holds true for attenuations of the type considered in practice (e.g. power functions with parameter between 3 and 6), over an infinite support, is still an open problem at this time.

The type of random graphs that are introduced in the paper are of independent interest. In particular, this class of random graphs which are built on the points of a Poisson point process, may simultaneously have infinite components, bounded range (each edge is of bounded length), and bounded degree (each vertex is of bounded degree).

As is it an essential feature, connectivity has received quite a lot of attention in the previous decade already, in the context of packet radio networks, and has gained renewed interest recently in the context of ad-hoc and sensor networks. Most results apply to the full connectivity of a network made of a finite number of nodes. A recursive formula giving the average number of hops between two connected nodes is found in [4], whereas the probability that a given number of nodes on a finite interval are all connected is computed in [5]. In the 2-
dim. setting, relations between k-connectivity (the property that the graph has a minimal cutset equal to k ≥ 1) and the node degree are studied in [6], whereas this problem is addressed when the number of nodes is fixed in [7]. When the number of nodes N tends to ∞, and when the distance r below which nodes can connect decreases at a rate slower than $\sqrt{\log N/N}$, Gupta and Kumar have proven that all nodes are almost surely connected [8]. In this paper, we assume that the number of nodes N is fixed nor on a finite area, but that they are given as points of a Poisson process over the plane $\mathbb{R}^2$. We do not make assumptions on its intensity, so that our results also apply to low density areas. Since the number of nodes is not bounded, some of them will be disconnected. The problem is then related to percolation theory, which is to find the probability that a node belongs an infinite cluster of nodes. Since the pioneering work of Gilbert [9], which started the field of continuum percolation, the exact value of this probability is still an open problem.

Some bounds on the critical intensity $\lambda^*$ below which it is zero have been obtained analytically in [9], [10], [11] for the Boolean Poisson Model, and numerically by many others [12]. Percollation of a clustered wireless network, in which the users (clients), who are distributed according to a Poisson process, are all covered by base stations that can connect to each other by a wireless link, is studied in [13]. This model reduces to the Poisson Boolean Model if one base station is placed at each client. To our knowledge, the percolation problem has not been addressed so far when interferences from other nodes are taken in account, which is the goal of this paper.

The paper is structured as follows. Section II describes the physical model considered for transmission between two nodes, from which the Poisson Signal To Interference Ratio Graph (STIRG) $G(\gamma, \lambda)$ is derived. We obtain a bound on the node degree, which shows that $\gamma$ is too large, the network is surely disconnected. We also show that for some attenuation functions, no connection is possible for any $\gamma > 0$. It is important to know if a small but nonzero value of $\gamma$ still enables long range connectivity. In Section III, we prove that it is fortunately the case. We begin this section by some qualitative observations on simulations, and then formally prove our main result. Since percolation may hold for very small values of $\gamma > 0$, narrow band communications may not be possible if we let all nodes emit simultaneously. A remedy is to use TDMA, so that each node is allowed to emit every nth time slot. One would expect that this solution is somewhat equivalent to dividing $\gamma$ by n. We find in Section IV that a very simple TDMA scheme does in fact achieve an even better connectivity that the previous one, with $\gamma/n$, and we provide a qualitative explanation for this property. Finally, we draw some conclusions and future perspective in Section V.

II. Model

We consider a multiple-hop ad-hoc network where nodes are distributed according to a Poisson point process of constant spatial intensity $\lambda$. Depending on its location, number of neighbors, and battery level, each node $i$ will adjust its emitting power $P_i$ within a given range $[0, P]$, where $P$ is the maximal power of a node, which is finite. The power of the signal emitted by Node $i$ and received by Node $j$ is $P_i L(x_i - x_j)$, where $x_i$ and $x_j$ are the positions of Nodes $i$ and $j$ in the plane, respectively, and $L(x)$ is the attenuation function in the wireless medium.

We assume that Node $i$ can transmit data to Node $j$ if the signal received by $j$ is strong enough, compared to the thermal noise. Formally, this condition is written as

$$\frac{P_i L(x_i - x_j)}{N_0 + \gamma \sum_{k \neq i,j} P_k L(x_k - x_j)} \geq \beta, \quad (1)$$

where $N_0$ is the power of the thermal background noise and $\beta$ is the signal to noise ratio required for successful decoding. The coefficient $\gamma$ is the inverse of the processing gain of the system, it weights the effect of interferences, depending on the orthogonality between codes used during simultaneous transmissions. It is equal to 1 in a narrow band system, and is smaller than 1 in a broadband system that uses CDMA. The physical model of Gupta and Kumar [2] assumes $\gamma = 1$; other models [14] allow $\gamma$ to be smaller than 1.

Similarly, Node $j$ can transmit data to Node $i$ if and only if

$$\frac{P_j L(x_j - x_i)}{N_0 + \gamma \sum_{k \neq i,j} P_k L(x_k - x_i)} \geq \beta. \quad (2)$$

From conditions (1) and (2), we can build an oriented graph that summarizes the available links between nodes. In order to define connected components, we have to introduce a symmetric relation. In this paper, we choose to neglect unidirectional links, which are difficult to exploit in wireless networks [15]. In other words, we declare that Node $i$ and Node $j$ are directly connected if and only if both (1) and (2) are satisfied. This new relation leads to the definition of a non-oriented random graph associated with the Poisson point process. This Poisson Signal To Interference Ratio Graph (STIRG) $G(\gamma, \lambda)$ is the main object of study in the present paper.

A. A Bound on the Degree of the Nodes

In the following theorem, we will prove that if $\gamma > 0$, the number of neighbors of each node is bounded from above (note that this is not the case in the Boolean Model with $\gamma = 0$).

**Theorem 1:** Each node can have at most $1 + 1/\gamma \beta$ neighbors.

**Proof:** Pick any node (called hereafter Node 0), and let $N$ be the number of its neighbors (i.e. the number of nodes to which Node 0 is connected). If $N \leq 1$, the claim is trivially proven. Suppose next that $N > 1$, and denote by 1 the node whose signal power received by Node 0 is the smallest but is non zero, namely is such that

$$P_1 L(x_1 - x_0) \leq P_i L(x_i - x_0), \quad i = 2, \ldots N. \quad (3)$$

Since it is connected to Node 0, (1) imposes that

$$\frac{P_1 L(x_1 - x_0)}{N_0 + \gamma \sum_{i=2}^N P_i L(x_i - x_0)} \geq \beta. \quad (4)$$
Taking (3) into account, (4) implies that
\[ P_l(x_1 - x_0) \geq \beta N_0 + \beta \gamma \sum_{i=2}^{\infty} P_l(x_i - x_0) \]
\[ \geq \beta N_0 + \beta \gamma (N - 1) P_l(x_1 - x_0) \]
\[ + \beta \gamma \sum_{i=N+1}^{\infty} P_l(x_i - x_0) \]
\[ \geq \beta \gamma (N - 1) P_l(x_1 - x_0), \]
from which we deduce that
\[ N \leq 1 + \frac{1}{\beta \gamma}. \]

In CDMA cellular networks, this kind of bound is known under the name of pole capacity (see e.g. [16], [3]). As a consequence of Theorem 1, we see that if \( \gamma > 1/\beta \), each node has at most one neighbor. This is a very general and restrictive condition, that imposes the network to use efficient spread-spectrum encoding in order to keep \( \gamma \) small, or to introduce a scheduling between nodes to avoid having them emitting all the same time – we will investigate such a scheme in Section IV.

B. Shot-Noise

The sum in the denominator of (1) is a random variable that depends on the position of almost all nodes in the network. We can write it as \( N_0 + \gamma I(x_j) - \gamma P_l(x_1 - x_j) \) where
\[ I(x) = \sum_{i:x_i \neq x} P_l(x_i - x) \] (5)

is the interference contribution. This kind of variable is called a Poisson shot-noise. As it is an infinite sum, it may diverge to infinity, making connections impossible.

If we assume that the sequence \( \{P_l\} \) is i.i.d. and independent of the point process, and that \( L(x) \) has the form \( L(x) = l(||x||) \) where \( l(t) \) is a non increasing function of \( t \), the necessary and sufficient condition for the sum
\[ \sum_i P_l(x_i - x) \]
to be a.s. finite is given in [17]:
\[ \int_y^{\infty} l(t)dt < \infty, \quad \text{for a sufficiently large } y. \] (6)
We notice that for \( l(t) = 1/t^2 \), the integral in (6) is divergent and thus no connection is possible in this case whenever \( \gamma > 0 \).

By letting \( y = 0 \) in (6), we obtain the condition for integrability, which is stronger. This last property holds for all stationary point processes with finite intensity see e.g. [18], and in particular in the homogeneous Poisson case.

C. Attenuation

For the attenuation, the most common function is
\[ l(t) = \frac{1}{t^\alpha}, \]
with \( \alpha \) ranging from 3 to 6. It makes sense to assume attenuation to be a bounded function in the vicinity of the antenna. The following two functions:

[A1] \( l(t) = A \max(t, r_0)^{-\alpha} \),

[A2] \( l(t) = (1 + At)^{-\alpha} \),

with \( A > 0 \), are bounded modifications of the latter considered in [3].

III. PERCOLATION

The percolation probability is the probability that an arbitrary node belongs to a cluster of infinite size. The main result of percolation theory is that there exists a finite, positive value \( \lambda^* \) of \( \lambda \), under which the percolation probability is zero (sub-critical phase) and above which it is non zero (super-critical phase). In the sub-critical phase, long range connections in multiple hops are not possible, contrary to the super-critical phase. It is thus a crucial property to establish in a network. We begin this central section by the much simpler Boolean model, which is a particular case for our model when \( \gamma = 0 \).

We then make some preliminary observations on simulations to show the difference between the graphs obtained when the interferences are neglected (which amounts to set \( \gamma = 0 \)) or not (when \( \gamma > 0 \)). We finally prove that percolation occurs for small, but nonzero values of \( \gamma \).

A. Existence of a percolation threshold for \( \gamma = 0 \)

Let us first note that if we let \( \gamma = 0 \), the model described in Section II becomes equivalent to a generalized Boolean model, where two nodes are connected if and only if they are in a ball of radius \( r \) (which can be a deterministic or random value), independently from all the other nodes. Assuming all nodes emit at the maximum power \( P \), this radius \( r \) is then constant and found from (1) to be equal to
\[ r = \sup \left\{ \rho \text{ such that } l(\rho) \geq \frac{\beta N_0}{P} \right\}. \]

For example, for the attenuation function (7), this radius reads \( r = (P/(\beta N_0))^{1/\alpha} \). This is the model we have studied in [1], and for which many results from continuous percolation theory apply [10]. The most important one is mentioned above, namely that there is a critical density \( \lambda^* \), above which the graph contains an infinite connected component.

B. Some observations on the graph with \( \gamma > 0 \)

If \( \gamma < \gamma' \), it is clear that for the same realization of the spatial point process giving the position of the nodes, the graph obtained with \( \gamma' \) misses some edges in the graph obtained with \( \gamma \). In other words, \( G(\gamma', \lambda) \subseteq G(\gamma, \lambda) \). As a result, it is not sure that percolation still occurs for nonzero values of \( \gamma \). For any value of \( \gamma \geq 0 \), there is a density \( \lambda_3(\gamma) \) such that for \( \lambda < \lambda_3 \) there is no percolation. Define
\[ \lambda^*(\gamma) = \sup \{ \lambda' \text{ such that } \forall \lambda < \lambda' \text{ there is no percolation} \}. \]
If $\lambda^*(\gamma)$ is finite for at least some positive value of $\gamma$, it means that for some densities $\lambda \geq \lambda^*(\gamma)$, the graph $G(\gamma, \lambda)$ contains an infinite connected component. Compared to the Boolean model, the critical intensity is thus now a function of $\gamma$, which must be increasing because of Lemma 1 below.

**Lemma 1:** Let $\gamma < \gamma'$ be two positive real numbers. If both $\lambda^*(\gamma)$ and $\lambda^*(\gamma')$ are finite, then

$$
\lambda^*(\gamma) \leq \lambda^*(\gamma').
$$

**Proof:** By definition of $\lambda^*(\gamma')$, one can find $\lambda \geq \lambda^*(\gamma')$ such that the graph $G(\gamma', \lambda)$ contains an infinite connected component. Since $G(\gamma', \lambda) \subseteq G(\gamma, \lambda)$, we have that $G(\gamma, \lambda)$ also contains an infinite connected component, and hence that $\lambda^*(\gamma) \leq \lambda$.

As $\lambda$ can be chosen arbitrarily close to $\lambda^*(\gamma')$, we have finally that $\lambda^*(\gamma) \leq \lambda^*(\gamma')$.

Up to now however, we only know that $\lambda^*(0)$ exists, and is the usual percolation threshold for a Boolean Model. The next subsection will prove that $\lambda^*(\gamma)$ is finite for finite, nonzero values of $\gamma$. In fact, instead of having a single value $\lambda^*(0)$ marking the transition between the sub-critical and super-critical phases, we will have a curve $\lambda^*(\gamma)$, as we now have two free parameters ($\gamma$ and $N_0$) instead of only one ($N_0$). The SNR threshold $\beta$ is kept as a parameter normalized to 1 in this paper. A different value simply amounts to scale the values of $\gamma$ and $N_0$ accordingly, by dividing them by the new value of $\beta$.

We have computed by simulation the value of the percolation threshold $\lambda^*(\gamma)$, with $L(x) = ||x||^{-\alpha}$. The simulation results are shown in Figures 1, 2, 3 and 4. In the simulations, all nodes emit with the same power $P$. We observe in Figure 1 and 2 that $G(0.01, \lambda) \subseteq G(0, \lambda)$. We also observe in Figure 3 that percolation still occurs for sufficiently small values of $\gamma$, but disappears when $\gamma$ becomes too large. Actually, $\lambda^*(\gamma)$ diverges at some point $\gamma^*$. For $\gamma > \gamma^*$, percolation appears impossible, no matter how large the node spatial density is.

We know already from Theorem 1, that if $\gamma > 1/\beta$, each node has at most one neighbor. In such a case, each component has at most two elements, making percolation impossible. This proves that $\gamma^*$ is less than $1/\beta$.

Figure 4 illustrates the percolation phenomenon with $\gamma \equiv \gamma^*$, for the same spatial node distribution as in Figure 1. Note how the interferences strongly affect the overall graph structure.

We also computed statistics on the number of neighbors of the nodes at the percolation threshold. The result is presented in Figure 5. We observe that fewer edges are needed to make the graph percolate when $\gamma > 0$, and that the variance of the number of neighbors decreases rapidly when $\gamma$ increases.

### C. Percolation for nonzero values of $\gamma$

We have shown above that if $\gamma$ exceeds some finite, positive critical value, percolation does not occur. We want now to show that percolation can occur for nonzero values of $\gamma$. We make the simplifying assumption that every node emits at maximal power $P$: $P_i = P \forall i$. This corresponds to the worst power assignment for the interfering communications. We need additional assumptions on the attenuation function $L(x)$. In this subsection, we restrict ourselves to non-increasing, isotropic attenuation functions that have the following additional properties:

$$
L(x) = 0 \forall x \in \mathbb{R}^2 \text{ s.t. } ||x|| > d
$$

$$
\frac{\beta N_0}{P} < L(x) < M \forall x \in \mathbb{R}^2 \text{ s.t. } ||x|| \leq \delta
$$
for some $0 < \delta < d$ and $M > \beta N_0/P$.

We will then prove the following main theorem.

*Theorem 2:* If the isotropic attenuation function $L(\mathbf{x})$ verifies assumptions (8) and (9), then there exists $\lambda_c < \infty$ such that for all $\lambda > \lambda_c$ there exists $0 < \gamma_c(\lambda)$ such that for $\gamma < \gamma_c(\lambda)$ the probability that a node belongs to an infinite cluster is strictly greater than zero.

This theorem implies therefore that $\gamma^* > 0$, and therefore that communication between distant nodes is still possible despite interferences. The proof of this central theorem is quite lengthy, and is therefore divided in several intermediate results. The first step is to map the process defined on the continuous plane $\mathbb{R}^2$ onto a discrete grid (lattice) $\mathcal{L}$, whose edges are declared open if certain properties of the Poisson process in their neighborhood are met. The second and more lengthy step is to prove bond percolation, that is, the existence of an infinite path made of open edges, on the dual lattice $\mathcal{L}'$. The third step is then straightforward, as the reverse mapping allows us then to conclude that the network indeed percolates and has an infinite cluster on the continuous plane $\mathbb{R}^2$. The reason for carrying most of the proof on the discrete lattice $\mathcal{L}'$ is that we can then make use of the larger collection of results found in the literature [19] on discrete bond percolation than on continuous percolation.

**Step 1: mapping of the graph on a lattice**

We begin by constructing a square lattice, denoted by $\mathcal{L}$ over the plane, with edge length $d$. Let $\mathcal{L}'$ be the dual lattice of $\mathcal{L}$, obtained by putting a vertex in the center of every square of $\mathcal{L}$, and an edge across every edge of $\mathcal{L}$. As $\mathcal{L}$ is square lattice, $\mathcal{L}'$ is simply the same lattice shifted by $d/2$ horizontally and vertically, as depicted in Figure 6. Note that there exists a one-to-one relation between the edges of $\mathcal{L}'$ and the edges of $\mathcal{L}$. Furthermore, we set the origin $O$ of the plane at a vertex of $\mathcal{L}'$, without any loss of generality.

Let us now consider the original Poisson point process over the plane. Each square of Lattice $\mathcal{L}$ contains in average $\lambda d^2$ points. We will study bond percolation on Lattice $\mathcal{L}'$. To do this, we will declare some edges open and others closed depending on the realization of the underlying Poisson point process.

In Lattice $\mathcal{L}$, we divide again each square into $K^2$ sub-squares of size $\frac{d}{K} \times \frac{d}{K}$, where $K \in \mathbb{N}^*$ is given by

$$K = \lceil \sqrt{5d}/\delta \rceil. \quad (10)$$
This value has been chosen so that \(|x| \leq \sqrt{5d}/K\) implies that \(|x| \leq \delta\). Next, we introduce a second integer parameter \(N\) defined by

\[
N = \inf \{ x \text{ s.t. } |x| \leq \sqrt{5d}/K \} \left[ \frac{1}{\gamma M} \left( \frac{PL(x)}{\beta} - N_0 \right) \right]. \tag{11}
\]

Because of (9) and (10), one can check that \(N \in \mathbb{N}\). Combining (9) with (10) and (11), we obtain the following inequality

\[
|\Delta x| \leq \frac{\sqrt{5d}}{K} \Rightarrow \frac{L(x)P}{N_0 + \gamma N M} \geq \beta, \tag{12}
\]

which is more restrictive than the left inequality in (9).

We can now formally define our discrete percolation model from the original, continuous one by introducing a bunch of definitions. We designate by the term “point” the location of a node in the original network, to avoid any confusion with a vertex in the grid \(\mathbb{L}\).

**Definition 1:** A square \(X\) of \(\mathbb{L}\) is said to be populated if all its subsquares contain at least one point.

**Definition 2:** An edge \(a\) of \(\mathbb{L}\) is said to be open if the following conditions are fulfilled:
- both squares adjacent to \(a\) are populated, and
- both squares adjacent to \(a\) and all their direct neighbors (that is, all the squares having at least one vertex in common with these two squares, as depicted in Figure 7) do not contain more than \(N\) points.

**Definition 3:** An edge \(a'\) of \(\mathbb{L}'\) is said to be open if and only if the corresponding edge of \(\mathbb{L}\) is open.

**Definition 4:** A path (in \(\mathbb{L}\) or \(\mathbb{L}'\)) is said to be open (resp. closed) if all edges forming this path are open (resp. closed).

The above definitions have been chosen such that an open edge guarantees connectivity in the continuous model (see Lemma 4 hereafter). In fact, the first condition ensures a homogeneous population in the squares, whereas the second condition puts a limit to the interference contribution. It is very important to notice that the main difference between this model and the usual discrete percolation models is that here the state of the edges (open or closed) are *not* independent from each other.

**Step 2: percolation on lattice \(\mathbb{L}'\)**

We want now to know whether percolation occurs in our newly defined discrete model, namely if one can find an infinite open path in \(\mathbb{L}'\). Let \(q\) be the probability that an arbitrary edge is closed. Actually, \(q\) is pretty difficult to compute, but we show in next lemma that \(q\) can be made arbitrarily small by choosing suitable values of \(\lambda\) and \(\gamma\).

**Lemma 2:** For any \(q' > 0\), there exists \(\lambda' < \infty\) and \(\gamma'(\lambda) > 0\) such that

\[
\lambda > \lambda' \text{ and } \gamma < \gamma'(\lambda) \Rightarrow q < q'.
\]

**Proof:** Let us find a lower bound to the probability \(p\) that an arbitrary edge of \(\mathbb{L}'\) is open:

\[
p = \mathbb{P}(\text{an edge of } \mathbb{L}'\text{'is open})
\]

\[
= \mathbb{P}(\{2K^2\text{subsqs of surface } (d/K)^2 \text{ have at least } 1 \text{ point each} \} \text{ and } \{ \text{a surface of } 12d^2, \text{including these subsq, no more than } N \text{ pts} \})
\]

\[
\geq \mathbb{P}(\{2K^2 \text{ subqs have between 1 and } [N/12K^2] \text{ pts each} \} \text{ and } \{ \text{a surface of } 10d^2, \text{excluding these subsq, has no more than } [5N/6] \text{ points} \})
\]

\[
= \mathbb{P}^{2K^2}(\text{a subsq of surface } (d/K)^2 \text{ has between 1 and } [N/12K^2] \text{ pts})\mathbb{P}(\text{a surface of } 10d^2 \text{ has no more than } [5N/6] \text{ pts})
\]

\[
= p_1^{2K^2}(N)p_2(N),
\]

where

\[
p_1(N) = \mathbb{P}(\text{a subsq of surface } (d/K)^2 \text{ has between 1 and } [N/12K^2] \text{ points})
\]
Then we follow the path until we find an edge $a$ by that an arbitrary edge is closed.

These two quantities admit the following limits:

$$\lim_{N \to \infty} p_1(N) = 1 - e^{-\lambda(\#)^2}$$

$$\lim_{N \to \infty} p_2(N) = 1$$

Therefore, if

$$\lambda > -\left(\frac{K}{d}\right)^2 \ln \left(1 - (1-q')^{1/2K^2}\right) := \lambda', \quad \lambda' > 0,$$  

we have

$$\lim_{N \to \infty} p(N) \geq \left(1 - e^{-\lambda(\#)^2}\right)^{2K^2} > 1 - q'. \quad \lambda'< \gamma' \Rightarrow N > N' \Rightarrow p > 1 - q' \Rightarrow q < q'.$$

To show the existence of an infinite open path in $\mathcal{L}'$, we need the following lemma, which applies to paths in $\mathcal{L}$.

**Lemma 3:** In $\mathcal{L}$, the probability for a path of length $n$ to be closed is less than or equal to $q^n/70$, where $q$ is the probability that an arbitrary edge is closed.

**Proof:** Let us consider a path of length $n$ in $\mathcal{L}$ and denote by $S = \{a_i\}_{i=1}^n$ the set of the edges forming this path. Let $S' \subseteq S$ be a subset of $S$. We clearly have that

$$\mathbb{P}(\text{the path is closed}) = \mathbb{P}(a \text{ is closed}, \forall a \in S) \leq \mathbb{P}(a \text{ is closed}, \forall a \in S').$$

By construction, the event "$a$ is closed" depends on the realization of the Poisson point process in some region of the plane, according to Definition 2. Let us call $R(a) \subset \mathbb{R}^2$ this region. It is the rectangle shown in the middle of Figure 8. To compute the probability of this event, we will choose $S'$ so that $R(a) \cap R(b) = \emptyset$, $\forall a, b \in S'$ and $a \neq b$. In this way, the set of indicator random variables $\mathbb{I}_{\{a_i \text{ is closed}\}}$ taking value 1 if with $a_i$ is closed and 0 otherwise, with $a_i \in S'$, are i.i.d variables with $P(\mathbb{I}_{\{a_i \text{ is closed}\}} = 1) = q$. Therefore

$$\mathbb{P}(a \text{ is closed}, \forall a \in S') = q^m, \text{ with } m = \text{card}(S').$$

We construct $S'$ as follows: we take the first edge of the path $a_1 \in S'$. This edge is the center of a certain region $R(a_1)$ of the plane, as defined above and shown in Figure 8. Then we follow the path until we find an edge $a_k$ such that $R(a_k) \cap R(a_1) = \emptyset$, and add it to $S'$. We iterate this last step until we reach the end of the path.

In order to find an upper bound on $\mathbb{P}(a \text{ is closed}, \forall a \in S')$, we need a lower bound on $m = \text{card}(S')$. In other words, we need to know how many edges are skipped until we find the next element of $S'$ in our construction scheme. To answer this question, we will simply count the number of edges $b$ in $\mathcal{L}$ that satisfy $R(b) \cap R(a_1) = \emptyset$. We see on Figure 8 that there are 70 of them. We are therefore sure that a path starting with Edge $a_1$ cannot go through more than 70 edges without visiting an edge $a_k$ such that $R(a_k) \cap R(a_1) = \emptyset$. Since the path $S$ has $n$ edges, $m$ is thus bounded by

$$m \geq 1 + \lfloor(n-1)/70\rfloor.$$  

We have finally obtained the upper bound we were looking for, and which reads

$$\mathbb{P}(\text{the path is closed}) \leq \mathbb{P}(a \text{ is closed, } \forall a \in S') = q^m \leq q^{1 + \lfloor(n-1)/70\rfloor} \leq q^{n/70}.\quad \blacksquare$$

We can now prove the theorem:

**Theorem 3:** If $q < \left(\frac{1-2\sqrt{\pi}}{2}\right)^7$, the probability that there exists an infinite open path in $\mathcal{L}'$ starting at the origin is strictly greater than zero.

**Proof:** We will prove this theorem by contradiction: assume that there exists no infinite open path starting at the origin in $\mathcal{L}'$. Then there exists a closed circuit in $\mathcal{L}$ that surrounds the origin. In the sequel, we will find an upper bound to the probability that such a circuit exists. The result is then
deduced from the following equation:
\[
\mathbb{P}(\exists \text{ an infinite open path starting at the origin in } \mathcal{L}') = 1 - \mathbb{P}(\exists \text{ a closed circuit in } \mathcal{L} \text{ that surrounds the origin}) \tag{13}
\]

We know from [19] (pp. 15-18) that the number \( \rho(n) \) of circuits of length \( n \) in \( \mathcal{L} \) that surround the origin is bounded above by
\[
\rho(n) \leq 4 \cdot n \cdot 3^{n-2}.
\]

Among these circuits, some are closed; we denote by \( M(n) \) the number of closed circuits of length \( n \) in \( \mathcal{L} \) that surround the origin. Using Lemma 3, we find a bound to the probability that this number is non zero:
\[
\mathbb{P}(M(n) \geq 1) \leq \rho(n)q^{n/70} \leq 4 \cdot 3^{n-2}nq^{n/70}
\]

Consequently,
\[
\mathbb{P}(M(n) \geq 1 \text{ for some } n) = \sum_{n=1}^{\infty} \mathbb{P}(M(n) \geq 1) \leq \sum_{n=1}^{\infty} 4 \cdot 3^{n-2}nq^{n/70} = \frac{4q}{3} \sum_{n=1}^{\infty} n \left(3q^{1/70}\right)^{n-1} = \frac{4q^{1/70}}{3(1 - 3q^{1/70})^2}.
\]

The above expression is strictly smaller than one if
\[
q < \left(\frac{11 - 2\sqrt{10}}{27}\right)^{70}
\]
in which case we can conclude using (13) that:
\[
\mathbb{P}(\exists \text{ an infinite open path starting at the origin in } \mathcal{L}') > 0
\]

**Step 3: reverse mapping and percolation on the plane**

Now that there is an infinite open path in \( \mathcal{L}' \) with positive probability, we still need to prove that this yields the existence of an infinite component in the original graph \( \mathcal{G}(\gamma, \lambda) \) for suitable values of \( \gamma \) and \( \lambda \), as defined in Lemma 2. Lemmas 4 and 5 establish this link between the discrete and the continuous models.

**Lemma 4:** If a square \( X \) is populated, and if the total interference level at any point of the square is less than or equal to \( NM \), then all points in the square belong to the same cluster. Furthermore, if two adjacent squares fulfill the same conditions, all points inside these squares belong to the same cluster.

**Proof:** We consider two adjacent subsquares, and an arbitrary point in each of them (we know that we can find at least one point in each subsquare, because the square is populated). Because both adjacent subsquares have a side of length \( d/K \), the distance between these two points is at most \( \sqrt{5}d/K \). The signal-to-interference ratio is then:
\[
\frac{P_L(x_j - x_i)}{N_0 + \gamma \sum_{k \neq i,j} P_L(x_k - x_i)} \geq \frac{PL(x_j - x_i)}{N_0 + \gamma NM} \geq \beta
\]

where the second inequality follows from (12). Thus each point in a given subsquare is connected to all points in the adjacent subsquares. As a result, since the square is populated, all points in the whole square are connected together.

The second part of the lemma is quite obvious. If two squares are adjacent, we simply consider two adjacent subsquares, one in the first square, one in the other one, and apply the same arguments.

**Lemma 5:** If there exists an infinite open path in \( \mathcal{L}' \), then there exists an infinite cluster in the continuos model.

**Proof:** We consider an infinite open path in \( \mathcal{L}' \). Remember that each vertex of \( \mathcal{L}' \) is located at the center of a square of \( \mathcal{L} \) (see Figure 9). Along an open path of \( \mathcal{L}' \), at each vertex, we find a square that fulfills the conditions given in Definition 2.

Let us consider one of these squares, which we will denote by \( X \). As the attenuation function \( L \) is zero for distances above \( d \), all interferences in \( X \) come from nodes located in \( X \) and its direct neighbors (adjacent squares and diagonal neighbors). As the edge is open, according to Definition 2, the total number of points in this neighborhood is less than or equal to \( N \). The total interference contribution is thus at most \( NM \). We can then apply Lemma 4 and conclude that all points in \( X \) are connected together.

Moreover, as two consecutive squares along the infinite open path are adjacent, the sequence of squares form an infinite cluster of connected points.

Combining Lemmas 5, 2 and Theorem 3, we have established Theorem 2.

**IV. A TDMA APPROACH**

We can conclude, from the previous sections, that unless \( \gamma \) can be made sufficiently small, long-range communications are impossible if we allow all nodes to emit simultaneously,
because the graph \( \mathcal{G}(\gamma, \lambda) \) may remain in a sub-critical phase for all \( \lambda \). Having a small \( \gamma \) requires nodes to use CDMA for transmission, which can be complex to implement in an ad-hoc network (node synchronization may prevent their mobility, etc.). An alternative is to avoid having all nodes emitting at the same time, and thus to use a TDMA scheme. We assume that each time interval is divided into \( n \) time slots. An optimal TDMA scheme poses also a quite complex challenge to assign the slots to each node, which is clearly beyond the scope of this paper. In this section, we keep the strategy sub-optimal but very simple and totally decentralized: each node picks randomly a number \( i \) between 1 and \( n \), and only emits during the \( i \)-th time slot. All nodes are listening at all times. We also assume, for the sake of simplicity, that all nodes emit with the same power \( P \).

By applying this TDMA strategy, we reduce the number of interfering nodes by a factor of \( n \). It is therefore interesting to compare the connectivity of the graph obtained by superposing the \( n \) graphs derived for each slot, to that of the original graph \( \mathcal{G}(\gamma/n, \lambda) \) obtained when all nodes emit at the same time with \( \gamma \) \( n \) times smaller. Let us introduce the following notations for the interference contribution, which is another shot noise, at each time slot:

\[
I_k(x) = \sum_{i \in S_k, x_i \neq x} PL(x_i - x)
\]  

(14)

where \( S_k, k = 1, \ldots, n \) is the set of the indices of the nodes that emit during the \( k \)-th time slot. It follows immediately that

\[
\sum_{k=1}^{n} I_k(x) = I(x).
\]

The expected values of the interference term (1) in the TDMA scheme with \( \gamma \) and in the regular scheme with \( \gamma/n \) are equal

\[
E[\gamma I_k(x)] = E\left[ \frac{1}{n} I(x) \right],
\]

(15)

but their variances are different. Indeed, since the points \( x_i \) are i.i.d. because of the Poisson assumption, we have

\[
\text{VAR}[\gamma I_k(x)] = n \text{VAR} \left[ \frac{1}{n} I(x) \right]
\]

so that the variance of the interference term in the TDMA scheme is \( n \) times larger than in the regular scheme. Quite surprisingly, this turns out to improve the connectivity as the percolation threshold \( \lambda^*(\gamma) \), which is lower with the TDMA scheme. Here is an intuitive explanation for this paradox: at one particular node, consider the value of the interference term (5). Knowing this value, we can compute from (1) the range within which emitting nodes can be heard. This range is large when the interference term has a low value. As the variance of the shot noise is larger in the TDMA case, the probability that it has a very low value is also larger. These nodes for which the interference term is very low are thus able to connect to quite distant nodes, making the emergence of an infinite cluster of connected nodes much more likely in the TDMA case. Of course, many nodes will also have a very high value of the interference term, and will have very few, if any, connections to the rest of the network. But they will not prevent the network to percolate. In the TDMA case, if we superpose the \( n \) graphs obtained at each time slot, the resulting graph will have a few long edges essential for its long range connectivity, like in small world graphs [20].

Figure 10 shows comparative results for the percolation threshold. We observe indeed that with the TDMA strategy, less nodes are required for percolation than in the original model with all nodes allowed to emit simultaneously and with \( \gamma \) divided by \( n \) [This simulation was run with \( n = 4 \), \( \alpha = 3 \), \( \beta = 1 \), \( N_0 = 10^{-3} \) and \( P_i = 100 \), 000 \( \forall i \)].

![Comparison between the critical threshold in the TDMA case and in the original model with all nodes allowed to emit simultaneously and with \( \gamma \) divided by \( n \)](image)

V. CONCLUSION

We have studied the connectivity of Poisson Signal-To-Interference Ratio Graphs (STIRG) \( \mathcal{G}(\gamma, \lambda) \) where \( \gamma \) represents the imperfect orthogonality of the codes used in CDMA, or is set to 1 in a narrow band system.

The STIRG is radically different from the graph obtained in the Boolean Model, where \( \gamma = 0 \): the node degree is now bounded (Theorem 1), and the existence of an edge between two nodes depends not only on the location of these two nodes, but on the location of all others. We have shown that if \( \gamma \) is too large, all clusters are almost surely finite. Our main result is that percolation, and thus long range communications, are however still possible if \( \gamma \) is small enough, but non zero (Theorem 2). If this had not been the case, it would have been a serious impediment for multiple hops large scale ad hoc networks.
As a small value of $\gamma$ requires very efficient and thus complex CDMA codes, an alternative is to use a TDMA system, where each node emits during 1 slot every $n$ time slots. We found that such a system led to an even better connectivity that the original scheme with an orthogonality factor $\gamma/n$. By making $n$ sufficiently large, we can therefore make the graph reach the super-critical phase using a very simple TDMA scheduling. We gave a qualitative explanation for this quite surprising property; a formal proof is left for future research.

The main restriction in Theorem 2 is the requirement (8) that the attenuation function $L(\cdot)$ has a finite support. This assumption was used in the proof to find an infinite sequence of open independent edges in the lattice $L'$, and to prove bond percolation on this lattice. Our simulations show however that this assumption is not necessary. Future research will address this extension, as well as the shape of the region in the $(\gamma, \lambda)$ plane where percolation occurs.
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