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Abstract— Power control and handoff are two significant
problems for cellular wireless systems. While both prob-
lems have received considerable attention of late, the prob-
lems are not often treated in a joint manner. Combined
downlink power control and handoff design for cellular com-
munication systems using a hybrid system framework is con-
sidered herein. Two new algorithms are proposed. The first
one is a hard handoff/power control algorithm that endeav-
ors a tradeoff between three performance criteria: trans-
mitted power, number of handoffs and call quality. The
second algorithm is a joint soft handoff/power control algo-
rithm that takes into account the effect of the number of
base stations in the active set in addition to the above per-
formance criteria. The significance of the algorithms is that
they incorporate the effects of channel fading and mobility,
and achieve a tradeoff between the satisfaction levels of the
mobile user and the network operator, thereby provide sat-
isfactory service for the user while reducing the burden on
the network such as undesired switching between base sta-
tions. The tradeoffs involved in both algorithms are verified
through simulations.

Keywords—Power control, handoff, resource allocation, cel-
lular communication systems, hybrid systems, wireless

I. Introduction

Dynamic resource allocation in wireless communication
systems is important to maintain a reliable communication
link between a base station and a mobile user. In order
to achieve this objective, the transmitted powers, base sta-
tion assignments, and allocated channels may need to be
updated as the mobile user moves in a cellular environment
or when a new call is admitted to the network. Although
these resources can be controlled individually, joint allo-
cation improves capacity and battery life, and decreases
interference [1]–[5].

Hanly [1] and Yates & Huang [2] were the first to consider
the problem of joint base station assignment and power
control. They provided a decentralized combined power
control/cell–site selection algorithm which minimized the
total transmitted power and the total interference caused
to other users [1]–[2]. An asynchronous version of the al-
gorithm was also examined [2]. In [3], Wu and Bertsekas
considered the same problem under the assumption that
the control variables assumed values from a discrete set
and obtained an algorithm based on integer programming
methods. In [4], Papavassiliou and Tassiulas studied chan-
nel allocation jointly with base assignment and power con-
trol as a means to increase capacity, and proposed a cen-

tralized heuristic algorithm, which tried to minimize the
number of channels needed to accommodate all the calls.
In [5], Rashid-Farrokhi et al. combined beamforming ca-
pabilities at the receiver with joint power control and cell
assignment. However, the effects of user mobility and chan-
nel fading were not studied in any of the work discussed
above.

This paper is focused on combined handoff and power
control design for a mobile user in a fading environment.
Handoff is the activity of changing the controlling base sta-
tion whereas power control is used to regulate the trans-
mitter power so that the carrier to interference plus noise
ratio (CINR) at the receiver end is at a desired level. In our
previous work [6]–[7], we developed an analytic framework
with which we carried out both hard handoff design [6]
and soft handoff design [7] under the assumption that the
transmittal powers were already fixed. This paper will ex-
tend our previous work by incorporating power control in
a joint decision that also involves handoff design, thereby
take advantage of joint resource allocation.

Recall that the algorithm studied in [1]–[2] can be used
for combined power control and cell–site selection. How-
ever, this algorithm is not robust to fluctuations in the
received power level, and therefore may result in undesired
switching in the network as explained below. Consider a
network with a single mobile moving near the boundary
of two neighboring cells. In this case, the combined power
control and cell–site selection algorithm in [1]–[2] assigns
the base station which needs to transmit the lowest amount
of power to the mobile. However, it is clear that such a
scheme will generate too many unnecessary handoffs when
a small increase in the controlling base station power is
still satisfactory to keep the existing link intact. This sim-
ple example illustrates a basic tradeoff between transmit-
ted power and the number of handoffs. In this paper, our
objective is to analyze this tradeoff in more detail.

We begin by modelling the combined handoff and power
control process as a hybrid system in Section II. A hybrid
system is a dynamical system that involves both discrete
event and continuous state variables [8]. Based on this hy-
brid model, joint hard handoff design and power control
is addressed in Section III and an optimization problem is
set up to capture the tradeoff between call quality, average
number of handoffs, and transmitted power. A suboptimal
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solution to this optimization problem leads to an imple-
mentable hard handoff/power control algorithm. Exten-
sion to joint soft handoff design and power control is carried
out in Section IV by incorporating the average number of
base stations in the active set into the optimization prob-
lem, and a combined soft handoff/power control algorithm
is obtained as a suboptimal solution of the minimization
problem. Further extensions in terms of uplink algorithms
and incorporating co-channel interference are omitted due
to space limitation (see [9] for incorporating interference).
Finally, the algorithms are tested numerically in Section V
and conclusions are given in Section VI.

II. A Hybrid Model for Joint Power Control
and Handoff

Fig. 1. Simulation scenario.

For simplicity of presentation, we will consider deriving
combined power control and handoff algorithms for a mo-
bile moving between two base stations, labelled B1 and
B2; however, the ideas discussed in the sequel can be gen-
eralized to multiple mobiles and base stations. As shown in
Fig. 1, it is assumed that the mobile is moving on a straight
line with a constant velocity v between the two base sta-
tions separated by D meters from each other. Let di(k),
denote the distance between the mobile and base station
Bi, i = 1, 2 at time instant k. The signals si(k), i = 1, 2
received by the mobile from base station Bi at sampling
instant k can be written as

si(k) = −η log di(k) + ui(k) + zi(k), i = 1, 2 (1)

where zi(k), i = 1, 2 are zero mean Gaussian random pro-
cesses that model the log–normal shadow fading and ui(k)
are the transmitted power levels from Bi. The log–normal
shadowing is assumed to have an exponential autocorre-
lation function, E [zi(k)zi(k +m)] = σ2a|m| where σ2 is
the variance of the shadow fading process, a = e−ds/do is
the correlation coefficient of the discrete–time fading pro-
cess, ds is the sampling distance and d0 is the correlation
distance determining how fast the correlation decays with
distance [10].

The measurements are further averaged using an expo-
nential averaging window to alleviate the effect of shadow
fading. The decay rate of the averaging window is deter-
mined by a constant dav and after this filtering, the aver-
aged signals s̄i(k) are given by

s̄i(k) = bs̄i(k − 1) + (1 − b)si(k), i = 1, 2 (2)

where b = e−ds/dav . From (1) and (2), the state equation
for the discrete–time part of the system is given by

xi(k + 1) = fi(xi(k), ui(k), zi(k)), i = 1, 2 (3)

where xi(k) = [di(k), si(k), s̄i(k)]T , i = 1, 2 and

fi(xi, ui, zi, ) =




di(k) + (3 − 2i)ds

si(k + 1)
bs̄i(k) + (1 − b)si(k + 1)



 .

Let Xi(k) ∈ {0, 1}, i = 1, 2 denote the state variable
describing whether the ith base station is included in the
active set for the mobile or not. We say that the ith base
station is in the active set at instant k if Xi(k) = 1 and
otherwise if Xi(k) = 0. We also assume a switching input
Ui(k) ∈ {0, 1}, i = 1, 2 to control the value of the state
Xi(k). If Ui(k) = 1, the state is changed and if Ui(k) =
0, the current value of the state is preserved. Note that
X(k) = [X1(k),X2(k)] and U(k) = [U1(k), U2(k)] are the
state and the input of the discrete event part of the hybrid
system which can be represented using the equation

Xi(k + 1) = Fi(Xi(k), Ui(k)), i = 1, 2 (4)

where

Fi(Xi(k), Ui(k)) =






Xi(k), if Ui(k) = 0
0, if Ui(k) = 1 and Xi(k) = 1
1, if Ui(k) = 1 and Xi(k) = 0.

By definition, the discrete state, X(k), can assume values
from the finite set {[0, 0], [1, 0], [0, 1], [1, 1]}. However, in
this paper, we will assume that the mobile user is con-
nected to at least one base station at all times, elimi-
nating the discrete mode [0, 0]. This assumption is for
mere convenience, and the state can be included to fur-
ther accommodate call admission and call removal. When
X(k) ∈ Xs

∆= {[1, 0], [0, 1], [1, 1]}, both of the base sta-
tions can send signals to the mobile in the discrete mode
X(k) = [1, 1], which is called the soft handoff mode [7]. If
we further restrict the discrete state space by eliminating
the soft handoff mode, (i.e. X(k) ∈ Xh

∆= {[1, 0], [0, 1]}),
then at most one base station is allowed to communicate
with the mobile at any time, and the communication link
between the controlling base station and the mobile must
be broken before establishing a new connection with an-
other base station. This type of handoff is called hard
handoff [6].

Both hard and soft handoff processes can be equivalently
represented using finite automata consisting of two and
three states, respectively, as shown in Fig. 2. In this fig-
ure, the transitions are marked in the input/output form
U1U2/X1X2 where U1, U2 are the switching inputs that de-
termine the transitions starting from the discrete state X1
andX2. For instance, in Fig. 2(b) the input U1 = 0, U2 = 1
forces a transition from the current state X1 = 1, X2 = 0
(and hence the notation 01/10) into the soft handoff mode
X = [1, 1].

The joint power and handoff control problem is to con-
trol the switchings in Fig. 2 as well as to choose the trans-
mitted power levels ui(k) so that the mobile user achieves
satisfactory service without putting too much burden on
the network and with minimum power. Thus, the ob-
jective of this paper is to choose the continuous inputs,
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Fig. 2. Models for hard and soft handoff

ui(k) and the switching inputs Ui(k) at each instant k,
(1 ≤ k < K = D/ds) via some optimal or suboptimal
method, which will be characterized through a cost func-
tion depending on the states and the inputs of the hybrid
system model

xi(k + 1) = fi(xi(k), ui(k), zi(k))
Xi(k + 1) = Fi(Xi(k), Ui(k))

}
i = 1, 2. (5)

III. Power Control and Hard Handoff

In this section, we will assume that only one base station
is serving the mobile at all times, i.e., X(k) ∈ Xh, and we
intend to choose the inputs of the hybrid system to achieve
a tradeoff between the following performance indicators:

NSD : total number of signal degradations
Nh : total number of handoffs
Pt : total amount of power.

The indicator, NSD, assesses the call quality for the mo-
bile user, and the lower NSD is, the better the call quality
is. We consider the number of handoffs as it is important
to prevent excessive traffic and resource consumption in
the network. Minimizing the total amount of power is im-
portant not only for maximizing the battery life, but also
for decreasing the interference caused to other users in the
network, and minimizing possible health hazards.

A signal degradation is defined to be the event that the
averaged signal strength for the mobile falls below a thresh-

old, ∆, so NSD is expressed as

NSD =
K∑

k=1

11{δ(s̄(k),X(k))<∆} (6)

where 11{·} is the indicator function and δ(s̄(k),X(k)) is
given by

δ(s̄(k),X(k)) =
{
s̄1(k), if X(k) = [1, 0]
s̄2(k), if X(k) = [0, 1]. (7)

In the above expression for δ(s̄(k),X(k)), we have ignored
the effect of possible co–channel interference. The effect
of co–channel interference can be incorporated at the ex-
pense of increased computations, however we will omit
these derivations due to space limitations [9].

Similar to the expression for NSD, Nh and Pt are ex-
pressed as

Nh =
K∑

k=1

11{X(k) �=X(k−1)}, (8)

Pt =
K∑

k=1

[
10u1(k)/10 + 10u2(k)/10

]
. (9)

Our objective is to derive an algorithm that endeavors
to jointly minimize a weighted combination of the ex-
pected values of NSD, Nh and P . Thus, given the hy-
brid system in (5), our goal is to choose the continu-
ous inputs, u(1), u(2), . . . , u(K) and the switching inputs,
U(1), U(2), . . . , U(K−1), so that the best tradeoff between
E[NSD], E[Nh] and E[Pt] is achieved. This leads us to the
following optimal control problem formulation.

Problem 1: Find u = [u(1), u(2), . . . , u(K)] and U =
[U(1), U(2), . . . , U(K − 1)] which minimize the cost func-
tion

E
[∑K

k=1

[
c11{X(k) �=X(k−1)} + r110u1(k)/10

+r210u2(k)/10 + 11{δ(s̄(k),X(k))<∆}
]]

(10)

subject to the system constraint in (5) and the power con-
straints ui(k) ≤ ui,max, i = 1, 2 where c, ri and ui,max are
constants with ri > 0 and c ≥ 0.

The solution of the above problem can be obtained by ar-
guments of dynamic programming. Unfortunately this so-
lution will require the complete trajectory of the mobile in
advance, making the algorithm impractical. By restricting
the decision process to times k and k+1 only, a suboptimal
handoff algorithm can be derived. In this case, the decision
making reduces to deciding whether to make a handoff at
instant k or not, and to choosing the transmitter power
levels u1(k+ 1) and u2(k+1) for the next instant. The ob-
jective is then to determine u(k+1) = [u1(k+1), u2(k+1)]T

and U(k) so that

P [δ(s̄(k + 1),X(k + 1)) < ∆] + c11{U(k)=[1,1]}

+r110u1(k+1)/10 + r210u2(k+1)/10 (11)
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is minimized where P [δ(s̄(k+1),X(k+1)) < ∆] is the prob-
ability of the event that the signal level for the mobile drops
below the threshold ∆, and it is equal to Q

(
ms1 (k)−∆

σ̄

)
if

X(k) = [1, 0], and Q
(

ms2 (k)−∆
σ̄

)
if X(k) = [0, 1] with

msi
(k) = bs̄i(k) + (1 − b)[ui(k + 1) − aui(k)

+asi(k) − η log[di(k + 1)/da
i (k)] (12)

σ̄2 = (1 − a2)(1 − b)2σ2 (13)

Q(x) =
1√
2π

∫ ∞

x

e−t2/2 dt (14)

If it exists, we define ui,c (ui(k+ 1) = ui,c) as the real root
of the second order equation

ln 10
10

ui +
(−∆ +msi

(k))2

2σ̄2 − ln(ki) = 0 (15)

which minimizes the function

Q

(
−∆ +msi

(k)
σ̄

)
+ ri10ui(k+1)/10 (16)

where

ki =
10(1 − b)√
2πσ̄ ln(10)ri

, i = 1, 2. (17)

We further let u�
hi = min(ui,c, ui,max) and Ji be the cor-

responding cost, i.e.,

Ji = Q

(
−∆ +msi

(k)
σ̄

)
+ ri10u�

hi/10, i = 1, 2 (18)

where msi
(k) is evaluated with ui(k + 1) = u�

hi. Then the
suboptimal choice of the switching input is

U�(k) =






[1,1], if X(k) = [1, 0] and J2 + c < J1
or X(k) = [0, 1] and J1 + c < J2

[0,0], otherwise
(19)

and the continuous input is

u�(k + 1) =
{

[u�
h1,−∞]T , if X(k + 1) = [1, 0]

[−∞, u�
h2]T , if X(k + 1) = [0, 1]. (20)

In this paper, (19) and (20) will characterize our joint
hard handoff/power control algorithm. In particular, (19)
corresponds to the hard handoff decision whereas (20) cor-
responds to power control. From (19), we note that a hard
handoff decision is made (i.e., the controlling base station
is switched, or U(k) = [1, 1]), when the sum of expected
cost of being served by the complementary base station and
the cost of switching (c) is lower than the expected cost of
being served by the current controlling base station. As
can be noted from (18), these expected costs depend on
the expected signal quality and the expected transmitter
power levels. Once the decision whether to handoff or not
is made, the suboptimal downlink transmitted power levels
are given by (20). Recall that the power levels are given in
dB, therefore the power value −∞ corresponds to no trans-
mission, e.g., [u�

h1,−∞]T denotes B1 transmitting with the

power level u�
h1 while B2 does not transmit. The beauty of

this algorithm is that it incorporates the effect of shadow
fading, mobility and the cost of switching which further re-
duces undesired switching between the base stations (i.e.,
the ping-pong effect is mitigated). While doing so, a slight
increase in transmitter power is used to keep the call qual-
ity at a satisfactory level.

IV. Power Control and Soft Handoff

In this section, we relax the assumption in the previous
section that only one base station can serve the mobile at
any time, i.e., we let X(k) ∈ Xs, and we intend to choose
the inputs of the hybrid system to achieve a tradeoff be-
tween the satisfaction levels of the mobile user of interest
and the network operator. Once again, call quality will be
the important criterion for the mobile user. However, as
far as the network operator is concerned, an additional cost
criterion needs to be brought in to penalize the soft hand-
off mode. Recall that when X(k) ∈ Xs, the mobile may
be communicating with either of the base stations B1 or
B2, or both. Straightforward intuition yields that the call
quality for the mobile of interest will be best if it is serviced
by both stations (i.e., X(k) = [1, 1]). This is called macro-
scopic selection diversity. However, when X(k) = [1, 1],
there is increased complexity in implementation and de-
creased network resources simply because there are more
base stations that are transmitting signals. Obviously, this
is undesirable unless the call for the mobile of interest is
about to be lost. In this section, we characterize these
cost functions explicitly and incorporate them in an opti-
mization problem to design a joint handoff/power control
algorithm.

We will still use the signal degradation criterion in (6)
to characterize call quality for the mobile of interest. How-
ever, δ(s̄(k),X(k)) in (7) must be modified to accommo-
date the soft handoff mode, i.e., δ(s̄(k),X(k)) in (7) is given
by

δ(s̄(k),X(k)) =






s̄1(k), if X(k) = [1, 0]
s̄2(k), if X(k) = [0, 1]
max {s̄1(k), s̄2(k)} , if X(k) = [1, 1]

(21)
where selective combining is used in the soft handoff mode
to achieve diversity. Other combining techniques such as
equal gain and any other weighted combining of the sig-
nals are also possible [7] (extended version). The call qual-
ity for the mobile of interest may be increased via three
methods: (i) by increasing the transmitted power, (ii) by
frequently updating the active set, or (iii) by employing
the soft handoff mode. Associated with these three meth-
ods will be three performance criteria: Total power used
(Pt), total number of active set updates (Nu), and total
number of base stations in the active set (NB). The total
power used (Pt) for the downlink is still characterized by
(9). Similarly, Nu and NB can be expressed as

Nu =
K∑

k=1

11{X(k) �=X(k−1)}, (22)
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NB = K +
K∑

k=1

11{X(k)=[1,1]}. (23)

Note that Nu replaces the total number of handoffs,
which is considered in the hard handoff algorithm design
in the previous section. Even though Nu and Nh have the
same description, Nu can conceptually be viewed as an ex-
tension of Nh since the discrete state space is larger for the
joint soft handoff and power control design. On the other
hand, the total number of base stations in the active set
(NB) is the additional criterion we will take into account in
this section. Since we assume that the mobile is connected
to at least one base station at each step, the constant K
(total number of steps from B1 to B2) is added to the ex-
pression for NB . Considering this additional performance
measure is important from the network operator’s point of
view in order to penalize unnecessary use of the soft hand-
off mode.

In this section we derive an algorithm that endeavors
to jointly minimize a weighted combination of the ex-
pected values of NSD, Nu, NB and P . Thus, given the
hybrid system in (5), our goal is to choose the continu-
ous inputs, u(1), u(2), . . . , u(K) and the switching inputs,
U(1), U(2), . . . , U(K−1), so that the best tradeoff between
E[NSD], E[Nh], E[NB ] and E[Pt] is achieved. This leads
us to the following optimal control problem formulation.

Problem 2: Find u = [u(1), u(2), . . . , u(K)] and U =
[U(1), U(2), . . . , U(K − 1)] which minimize the cost func-
tion

E

[
K∑

k=1

[
cu(k)11{X(k) �=X(k−1)} + cb(k)11{X(k)=[1,1]}

+r1(k)10u1(k)/10 + r2(k)10u2(k)/10

+11{δ(s̄(k),X(k))<∆}
]]

(24)

subject to the system constraint in (5) and the power con-
straints ui(k) ≤ ui,max where cu(k), cb(k), r1(k), and r2(k)
are nonnegative tradeoff functions.

As in the previous section, the formulation of the above
problem is such that its solution can be obtained using ar-
guments of dynamic programming. Unfortunately, as be-
fore, such a solution requires the complete trajectory of the
mobile in advance, which would make it impractical. By
restricting the decision process to times k and k + 1 only,
a suboptimal handoff algorithm can be obtained. In order
to state this solution, let us assume that r1(k) = r1 > 0,
r2(k) = r2 > 0, cb(k) = cb ≥ 0, and the active set updates
are penalized as

cu(k) =
{
ch, if U(k) = [1, 1]
cs, if U(k) ∈ {[0, 1], [1, 0]}

where ch and cs are nonnegative constants. The constants
ch and cs correspond to the switching costs due to hard
handoff (ch) and due to soft handoff (cs), respectively, and
it is assumed that ch ≥ cs.

The objective is to jointly determine whether to make
a handoff (either hard or soft) or not, and determine the

transmit powers, i.e., we want to choose u(k+ 1) and U(k)
so that the cost function

P [δ(s̄(k + 1),X(k + 1)) < ∆] + cb11{X(k)=[1,1]}

+cu11{U(k) �=[0,0]} + r110u1(k+1)/10 + r210u2(k+1)/10

is minimized where P [δ(s̄(k + 1),X(k + 1)) < ∆] can be
computed as






Q
(

ms1 (k)−∆
σ̄

)
, if X(k) = [1, 0]

Q
(

ms2 (k)−∆
σ̄

)
, if X(k) = [0, 1]

Q
(

ms1 (k)−∆
σ̄

)
Q

(
ms2 (k)−∆

σ̄

)
, if X(k) = [1, 1]

and msi
(k) is given by (12).

For the hard handoff modes, X(k) ∈ {[1, 0], [0, 1]}, the
suboptimal power levels can be obtained as discussed in the
previous section. Let u�

hi be these power levels and Ji be
the corresponding cost values in (18). For the soft handoff
mode, X(k) = [1, 1], the critical points for the suboptimal
transmitted power levels can be obtained from the zeros of
two coupled nonlinear equations

ln 10
10

u1 +
(−∆ +ms1(k))2

2σ̄2

− ln
[
k1Q

(
−∆ +ms2(k)

σ̄

)]
= 0 (25)

ln 10
10

u2 +
(−∆ +ms2(k))2

2σ̄2

− ln
[
k2Q

(
−∆ +ms1(k)

σ̄

)]
= 0. (26)

Among the stationary points of the above equations
(which may correspond to a maximum or a minimum), let
u�

s1 and u�
s2 (u1(k + 1) = u�

s1 and u2(k + 1) = u�
s2) be the

ones which minimize the cost function

Q

(
ms1(k) − ∆

σ̄

)
Q

(
ms2(k) − ∆

σ̄

)

+r110u1(k+1)/10 + r210u2(k+1)/10 + cb (27)

and let J12 be the corresponding value of the function.
Then the suboptimal choice of the switching input is

U�(k) =






[1,1], if X(k) = [1, 0] and
J2 + ch < min{J1, J12 + cs}
or if X(k) = [0, 1] and
J1 + ch < min{J2, J12 + cs}

[1,0], if X(k) = [0, 1] and
J12 + cs < min{J2, J1 + ch}
or if X(k) = [1, 1] and
J2 + cs < min{J12, J1 + cs}

[0,1], if X(k) = [1, 0] and
J12 + cs < min{J1, J2 + ch}
or X(k) = [1, 1] and
J1 + cs < min{J12, J2 + cs}

[0,0], otherwise

(28)
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and the continuous input is

u�(k + 1) =






[u�
h1,−∞]T , if X(k + 1) = [1, 0]

[−∞, u�
h2]T , if X(k + 1) = [0, 1]

[u�
s1, u

�
s2]T , if X(k + 1) = [1, 1].

(29)

In this paper, (28) and (29) will characterize our com-
bined soft handoff/power control algorithm. Note that this
algorithm is a generalization of the combined hard hand-
off/power control algorithm given by (19) and (20) (This
can be seen by choosing cb = ∞, which implies that the
soft handoff mode, X(k) = [1, 1], is never utilized, and
therefore only hard handoff is possible). In particular, (28)
corresponds to the handoff decision. In (28), the input se-
lection U(k) = [1, 1] corresponds to hard handoff and the
discrete inputs, U(k) = [1, 0] and U(k) = [0, 1], correspond
to adding/dropping base stations, B1 and B2, to/from the
active set, respectively (soft handoff). From (28), we note
that switching from one discrete mode to another occurs
only when the expected cost of being served in the candi-
date discrete mode plus the cost of switching to that mode
is less than both the expected cost of being served in the
current mode and the expected cost of being served in the
third mode plus the cost of switching to the third mode. On
the other hand, depending on which base stations are going
to be in the active set, the suboptimal downlink transmit-
ted power levels are given by (29), e.g., when only B1 is
to be transmitting, the power level is u�

h,1, and in the soft
handoff mode, the transmit powers are u�

s1 and u�
s2 for B1

and B2, respectively.
The implementation of the algorithm in (28) and (29)

requires the computations of u�
hi and u�

si, i = 1, 2. The
power levels u�

hi, i = 1, 2 can be directly computed as
described in Section III. On the other hand, the can-
didate solutions for u�

si, i = 1, 2 must be obtained from
the zeros of (25) and (26), which does not seem to be an-
alytically possible since these equations are coupled and
highly nonlinear. Therefore, we will resort to nonlinear
programming techniques [11]. In particular, we will use
Newton’s method to compute u�

s1 and u�
s2. To this end, let

pn = [us1(n), us2(n)]T where usi(n) is an estimate for u�
si,

i = 1, 2 at the n-th iteration. The gradient descent type
algorithm that will be used in this paper is given by

pn+1 = pn − αnDn∇g(pn) (30)

where αn is the positive step size, Dn is a positive defi-
nite matrix and g(pn) is the function given in (27). The
simple choice of Dn = I leads to the steepest descent
algorithm, however for faster convergence, we use Dn =(
∇2g(pn)

)−1 provided that
(
∇2g(pn)

)−1 is positive def-
inite. If

(
∇2g(pn)

)−1 is not positive definite, then Dn

is taken to be 0.001I. There are also numerous ways of
choosing the step size αn. In this paper, the step size is
successively reduced according to the Armijo rule [11].

Using the boundedness properties of the function g(pn)
(which can easily be derived from (27)), it can be proven
that the sequence pn converges [11]. However, one setback

is that the function (27) is not convex in u1 and u2, there-
fore any iterative method could converge to a local mini-
mum. This implies that the initial guess for the iterative
algorithm is crucial. A sample plot of the function in (27)
for the values of u1, u2 ∈ (−∞, umax = 105] is shown in
Fig. 3. It is clear from this plot that the cost criterion
in (27) is bounded both from above and below. Further-
more, there is a region [u′

1, umax] × [u′
2, umax] in which the

function seems to be convex. Therefore a good starting
point for the algorithm is usi = umax, i.e., we initialize
with the maximum power levels1. Although we have not
managed to prove analytically that the algorithm converges
to the global minimum starting from this initial condition,
the desired results are always obtained in practice as will
be demonstrated in Section V.
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Fig. 3. Sample function for downlink soft cost criterion

V. Numerical Results

In this section, we present some numerical results for the
algorithms in (19)-(20) and (28)-(29), respectively. The
scenario in Fig. 1 is simulated as the mobile user moves
from B1 to B2 for the specific simulation parameters given
in Table 1. The sampling distance ds = 10 m corresponds
to the speed of 72 km/hr at a sampling period of 0.5 sec-
onds. The signal predictor x̂(k + 1) = x(k) is used in the
implementation of the algorithms.

We first look at the transmitted powers for both hard
handoff modes (X(k) = [1, 0] and X(k) = [0, 1]) and for
the soft handoff mode (X(k) = [1, 1]). Fig. 4 shows u�

hi

and u�
si, i = 1, 2 as a function of the distance from B1

under the assumption that distance information is known
and there is no shadowing. An interesting observation is
that u�

s1 is equal to u�
h1 (similarly for u�

h2 and u�
s2) till

the mobile gets close to the boundary of the cells, then
there is a neighborhood around the boundary in which the
suboptimal soft power levels, u�

si, i = 1, 2 are significantly
lower than the suboptimal hard power levels, u�

hi, i = 1, 2.

1Another plausible starting point for the algorithm is usi = u�
hi,

i.e., we set the initial point to be the suboptimal power levels for the
hard handoff modes.
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D = 2000 m base station separation
umax = 105 dB maximum allowable power
η = 30 dB path–loss exponent
σ2 = 64 dB variance of the fading process
d0 = 30 m correlation distance
ds = 10 m sampling distance
dav = 10 m averaging distance
∆ = 0 dB signal degradation threshold

TABLE I
Simulation parameters
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Fig. 4. Suboptimal downlink transmitted power levels.

Fig. 5 shows the simulation results for the combined hard
handoff/power algorithm in (19) and (20) as the cost of
switching (c) and the weighting factor for the total trans-
mitted power (r1 = r2 = r) are varied, respectively. This
graph clearly depicts the tradeoff between the three perfor-
mance criteria of interest in the three dimensional space.
Points C-F on this graph characterize the extremes for the
algorithm, e.g., point C (high r and high c) corresponds to
low transmit power, low handoffs, which therefore result in
more number of signal degradations and poorer call qual-
ity. On the other hand, point D is obtained by choosing
a high value for r and a low value for c. This choice of
constants also leads to low power (because of high r), but
a higher number of handoffs compared to point C, because
handoffs are not penalized as heavily. Although the trans-
mit power is as low as for point C, operating on point D
leads to better call quality than point C, simply because
more handoffs are performed. Similar explanations can be
made for points E and F, where r = 0.

Fig. 5 also shows another curve (from point A to point
B). Point A on this curve corresponds to the algorithm
proposed in [1]–[2], which minimizes the transmit power.
Indeed, that algorithm results in a lower power choice.
However, since the algorithm does not take the effect of
shadowing into consideration, it leads to poorer call qual-
ity. Moreover it also leads to a high number of handoffs
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Fig. 5. Hard handoff performance criteria

since the cost of switching is not considered in the design
of the algorithm. A modified version of this algorithm by
varying ∆ in the interval 0 to 12 dB (points A and B cor-
respond to ∆ = 0 dB and ∆ = 12 dB, respectively) leads
to much better call quality, but still lacks the control on
the number of handoffs performed.

Finally, Figs. 6–9 shows the simulation results for the
combined soft handoff/power algorithm in (28) and (29)
as the cost of switching, cs (ch = cs), and the weights
for the transmit powers, r1 = r2 = r, are varied. As cs
is increased, the cost of switching becomes more expensive
leading to a decreased number of active set updates (Fig. 8)
and therefore, degraded call quality (Fig. 6). In order to
minimize the degradation in call quality, soft handoff is
utilized more extensively for lower cs (Fig. 7), and hard
handoff combined with increased transmitted power is used
for higher cs (Figs. 7 and 9).

On the other hand, increasing r leads to lower transmit
powers (Fig. 9), which is a major cause of poor call quality
(Fig. 6). However, this adverse effect is mitigated by fre-
quently updating the active set (Fig. 8) or by entering into
the soft handoff mode (Fig. 7).
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Fig. 6. Average number of signal degradations as cs and r are varied
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Fig. 8. Average number of active set updates as cs and r are varied

VI. Conclusions

In this paper, we have used a hybrid system model to
represent combined downlink power control and handoff
design. The continuous state part of the hybrid system cor-
responds to power control, and the discrete event part cor-
responds to handoff. Based on this hybrid model, various
optimization problems are cast and two new algorithms are
derived. These algorithms incorporate the effect of shadow
fading and mobility, and achieve a satisfactory level of ser-
vice for the mobile user without putting too much burden
on the network. As such, the algorithms have the flexibility
to incorporate online estimates of the parameters involved,
such as the speed of the mobile. Furthermore, both of the
algorithms can be modified to be used for uplink, and to
deal with co-channel interference and multiple base sta-
tions, but such extensions are omitted in this paper due
to space limitation. One open research topic is to show
the convergence of the gradient descent algorithm used in
Section IV to the global minimum of the function in (27).
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